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Geographic structure and potential ecological factors

in Belgium
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Louvain-la-Neuve, Belgium, and *Département de Sciences Biologiques, Université de Montréal, C.P. 6128, Succursale A,

Montréal, Québec, Canada H3C 3J7

Abstract. The available potential ecological factors have
been scored in the form of presence/absence in U.T.M.
squares in Belgium. A correspondence analysis shows a
strong underlying gradient in the data set which induces
an extraordinary horseshoe effect. This gradient follows
closely the altitude component. Applying the k-means
clustering method on U.T.M. squares produces geographi-
cally compact groups which are largely hierarchically
nested. This indicates strong regional trends in the ecolog-
ical data set. As homogeneous groups may also be arte-
facts created by the clustering algorithms on a continuous
gradient, the relevance of the borders between homoge-
neous areas is tested. In general, k-means borders corre-
spond to the main breaking lines between adjacent
U.T.M. squares. They can be referred to as natural
borders.

Key words. Ecological factors, geographic structure, multi-
variate analysis, homogeneous geographical areas, geo-
graphical borders, Belgium.

Résumé. Les facteurs écologiques disponibles en Bel-
gique ont été encodés en absence/présence par carrés
U.T.M. Une analyse des correspondances montre un im-
portant gradient sous-jacent dans le jeu de données qui se
traduit par un extraordinaire effet d’arche. Ce gradient est
bien expliqué par Daltitude. Le groupement des carrés
U.TM. par la méthode k-means produit des aires
homogenes qui sont aussi hiérarchiques. Cela indique une
forte structure régionale dans le jeu de données écolo-
giques. Comme des groupes homogeénes peuvent aussi
&tre créés sur un gradient continu par l’algorithme de
groupement, la pertinence des frontieres entre les régions
est testée. En général, les frontieres produites par la
méthode de groupement k-means correspondent a des
zones de transition entre carrés U.T.M. Elles peuvent
donc étre considérées comme de véritables frontieres
géographiques.

Mots clés. Facteurs écologiques, structure géographique,
analyses  multivariables, territoires  géographiques
homogenes, frontieres géographiques, Belgique.

INTRODUCTION

The determination of homogeneous biogeographic areas
and their interpretation through environmental variables
have always been an important topic of biogeographic
studies. Although it is often clear that some distribution
patterns are shared by several taxa, biogeographers may
have difficulties in delimiting biogeographically homoge-
neous zones when the distributions are more diffuse, when
the data available are spatially incomplete, or when the
number of taxa is large (Birks, 1987). Another problem is
the fact that possible causal factors and knowledge of bio-
geographic structures based on other data sets such as geo-
logical or climatical may have been overlooked in any
given study. Recent developments in quantitative methods
of ecological data analysis allow to overcome the problems
caused by large numbers of taxa and the consideration of
other geographical structures (Legendre, 1990).

The primary purpose of this paper is to describe the eco-

logical geographic structure of Belgium, as a support for
the interpretation phase of the faunal and floral biogeo-
graphic studies now under progress in that country. After a
description of the dataset, the geographical structure of
Belgium will be apprehended through the study of the co-
variation of several ecological factors, searching for areas
characterized by similar values for the ecological variables.

ECOLOGICAL DATA SET

The investigated area comprises the 380 U.T.M. (Universal
Transverse Mercator projection system) squares of 10 km
side covering Belgium. This projection system has been
chosen because it is generally used in Europe to score and
represent species distributions. The U.T.M. squares repre-
sent the Operational Geographical Units (sensu Crovello,
1981) of the study, in short the OGUs. For each OGU, we
scored the eleven available potential ecological factors
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FIG. 1. Tridimensional plots of the first three correspondence analysis axes for the OGUs (upper) and the descriptor states (lower). Altitude classes

are represented by black circles.

from the Atlas of Belgium (Anonymous, 1950-72) in the
form of presence/absence of the various qualitative
(nominal) states listed in Table 1. Presence/absence are
used because the data sets are scored from maps of qualita-
tive states for each variable. The factors included in this
study are the number of days with and without frost, the
first and last day of frost, average temperature, average
rainfall, number of rainy days, lithology, geology, pedolo-
gy, and altitude, for a total of 380 Belgian OGUs and 109
factor states. All these ecological factors, which have a
spatial component, represent potential explanations for eco-
logical distribution patterns.

RELATIONSHIPS AMONG POTENTIAL ECOLOGICAL
FACTORS

Correspondence analysis has been used (program ACOBI
of Lebart, Morineau & Tabard, 1977) to describe the inter-

actions among characters and to bring out the main direc-
tions of covariability. This ordination method is adapted to
absence/presence data. Surprisingly, the first axis accounts
for 17.6% of the total variance; this is a very high value for
a large presence/absence data table. The following axes
display an extraordinary horseshoe effect (Kendall, 1971)
(Fig. 1). Horseshoes are produced by multivariate ordina-
tion analysis methods when axes are related to each other in
a non-linear way. They reveal that there is a strong underly-
ing gradient in the data set (Hill & Gauch, 1980; Warten-
berg et al., 1987). In our case, this gradient is very
important because at least the first five following axes are
non-linear functions of the first one.

This NW-SE gradient clearly follows the altitude com-
ponent, as shown by the succession of altitude classes along
axis one (Fig. 1, lower panel). The lower altitude classes
are on the left, together with the states describing the pres-
ence of dunes and polders along the coast. On the right, the
highest altitude classes are associated with descriptor states



characterizing the high Ardennes, like the presence of peaty
soil and abundant precipitation.

To prevent an undue influence of the altitude character
states, we repeated the correspondence analysis without
them. The OGU position as well as the character state
scores remain the same as in the first correspondence ana-
lysis, and this on each axis (Pearson r correlation compar-
ing the first four axes of the two correspondence analyses,
for state scores as well as for OGUs, is 0.99). Another cor-
respondence analysis, computed on edaphic factors only
(excluding all climatic and altitude characters states),
shows an identical first axis (Pearson r for character state
scores, comparing the first four axes of the two correspon-
dence analyses, is 0.99; for OGU positions, 0.96), while
the second axis is rather different (see below). The third
axis of this analysis is correlated with the second axis of
the global analysis. As can be expected, most of the char-
acter states are correlated with each other. The lower alti-
tude areas, near the coast, are characterized by high
temperatures (mean annual temperature = 9.5°C), fewer
rainy days (160 days or 800 mm) and recent Quaternary
deposits. At the opposite, in Ardennes, temperatures are
lower (mean annual temperature = 7.5°C), precipitations
are more important (more than 180 days of precipitation,
or more than 1100 mm), and the geological substrate is the
old Primary shield. Thus, almost all the covariation among
character states is correlated with the underlying altitude
gradient.

Another way of representing the altitude gradient is to
compute a spatial autocorrelogram (program AUTOCOR
from ‘The R package for multivariate data analysis’, re-
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FIG. 2. Spatial autocorrelation (Moran /) on OGUs mean altitude.
White squares are statistically significant values (P<0.05).

ferred to in Legendre & Fortin, 1989) on mean altitude. For
each 100 km? OGU, the dominant altitude class was found
over the 1km? subunits. Fig. 2 shows the evolution of
Moran’s / index of spatial autocorrelation for different dis-
tance classes among OGUs. The shape of the correlogram
is typical for a gradient, be it linear or in the form of a step
function (Legendre & Fortin, 1989).

Searching for other potentially interesting ecological
factors, we applied a detrended correspondence analysis
to our data (program CANOCO of ter Braak, 1988). De-
trended methods were developed by several authors
(Swan, 1970; Williamson, 1978; Hill, 1979) for unbend-
ing the horseshoe effect so as to obtain linear representa-
tions for linear gradients. The most widely used method
is that of Hill (1979), despite criticisms by Wartenberg et

jus

Coast

L | [/

Campine

Belgian Lorraine

FIG. 3. Location of the OGUs isolated on axes two (black), three (grey) and four (white circles) by the correspondence analysis detrended by

segments. Each square is 10 X 10 km.
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FIG. 4(a). Mapping of the clusters produced by k-means runs for k = 2-5 groups. Each group is represented by a different symbol. Each square is 10

% 10 km.

al. (1987). A recent paper (Peet et al., 1988) seems to in-
dicate that it is nevertheless the most powerful detrending
method, so that we used it on our data, as well as the de-
trending-by-polynomials methods proposed by ter Braak
(1988). These last attempts did not succeed in completely
unbending our horseshoes because it affected so many
axes; after a second order polynomial detrending, axis 2
still showed a third order horseshoe effect, while the
third and fourth axes displayed non-linearities of other
orders.

Detrending-by-segments (Hill & Gauch, 1980) produces
a first axis that linearly follows the altitude classes, as in
our first correspondence analysis. The next axes isolate
groups of descriptor states and OGUs. The set of characters
states isolated by the second axis comprises nine edaphic
states that are to a large extent typical of the Belgian Lor-
raine region of southeastern Belgium. The corresponding
OGUs are mapped in Fig. 3 (black circles). These OGUs
and associated character states had already been pointed out
by a non-linear regression analysis of the third axis of the
global correspondence analysis, by the detrending-by-

polynomials analysis, as well as by the correspondence ana-
lysis limited to the edaphic descriptor states. Thus, we may
conclude that this area differs from the other parts of
Belgium by a potential ecological factor distribution that
does not follow altitude. It is likely to be induced by the
presence of the chalky Parisian Basin expansion into south-
eastern Belgium.

The third and fourth axes respectively isolate character
states and OGUs that are located in the Campine area
(grey circles) and on the coast (white circles in Fig. 3).
These regions had not been pointed out by any other ana-
lyses, although they are known to possess geographical
and biological peculiarities, compared to the rest of
Belgium.

GEOGRAPHIC REGIONS

The delineation of homogeneous areas or ‘provinces’,
based on present-day floras and faunas, is one of the typical
problems in ecological biogeography. Clustering methods
represent one of the interesting approaches to this problem
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FIG. 4(b). Mapping of the clusters produced by k-means runs for k = 6-9 groups. Each group is represented by a different symbol. Each square is 10

x 10 km.

(Birks, 1987; Legendre, 1990). These methods can also be
applied on our dataset to search for geographically homoge-
neous areas. When using resemblance-based clustering
methods, the first step is to choose a resemblance measure
among OGUs which is appropriate to the problem at hand.
The Jaccard similarity coefficient was chosen for the
present study because it does not take into account the
number of joint absences. This coefficient is simply the
ratio of the number of descriptor states present in the two
areas, to the total number of descriptor states present in at
least one area.

The next step is the choice of a clustering method. First,
we used a proportional-link linkage agglomerative cluster-
ing algorithm (Sneath, 1966) with constraint of spatial con-
tiguity (Legendre & Legendre, 1984; Legendre, 1987). The
program that we used (BIOGEO) outputs a series of maps
corresponding to the various clustering levels. Secondly, in
order to avoid small distortions in the clustering structure
such as might have been generated by the agglomerative
clustering algorithm, the k-means method (MacQueen,

1967; Spith, 1980) was used to permit a reallocation of
OGUs among clusters, at each level. The k-means method
produces k groups (the value of £ is decided by the user)
after an iterative procedure of object reallocation; the pro-
cedure stops when the overall sum of squares, which is the
sum of the within-group sums of squares, has reached a
minimum. The clusters obtained by proportional-link
linkage agglomerative clustering were used as initial
configurations to the k-means algorithm; one hundred
random allocations of points were also used as starting
configurations, in order to make sure that the minimum ob-
tained from the agglomerative clustering initial
configuration was not a local minimum. The choice of the
initial agglomerative clustering method was thus without
important consequence.

Computations of the similarities between the 380 OGUs
and of the clustering methods were done using ‘The R
package for multivariate data analysis’ already mentioned
above.

Figs. 4(a), 4(b) and 4(c) present the results obtained by



262 Marc Dufréne and Pierre Legendre

10 groups
— tle] c/y kix
| =LA ekl &
==l Datinpnnnian
= 1T+ TR (113 o] [ e [ %% ]
[=] titicldcl el clefc]cl ] clnla|x|x[*]x
ERbRRRREe Nel el el el cTalx*[x[*
‘f((((( Alajalcicicic]cialajajalk|n,
k(((((‘ Alajajajajajalalajalalala *
C gA‘AAI/(AAAAAA@A@AAﬂlmeA"‘\'
L<Tt] [Qlf[ala]alalololo|o|o]e|e|olo|a]a|d]« [ whx
D}AAA@Q@@QQQQQ. anns
spiriloiooloe[ele]elslefe] ofrx[w]a
%QQQ@QWOO)#ﬁttﬁ--
[Dlgle ] o[22 % x| ]%[a[a]0]&
éﬁﬁ*ﬁv&#lille* *
k% wiw|ulu|a|x
hAR:45:4 wlw|n]wf|x|x
B rncannnnanrm,
[IDOBEE
'F'\-----o
WA RAR
(AL
1A
12 groups
*
’f =L e [k
X|=l=]=] (=] x x[wTaladx
==+t ahripREnnnnn,
[= titlccjefcje]cfc]efe] ] ] cafalx|xx[x]#
=t Jd < Nel ] el ]l ol we x| x [k
tlelclclcfcledalalalclclc]cfclalalalaln]x
(((((A AAAAAAAAAAAAA‘*
C ‘,‘AA}/‘AA‘AAAQA@AAQQQA"."
N [N f[s]aTa]a]ole]o]e|olo]o]ele o (e
sNsJslalololo|o|o]o|e[o]o] e ste] ] |x
spnteslololole|e|elo]cllete] o[22 ]e
geseewv--}aﬁwﬁf--
[Blale e [alael2[wl[a]u]a]2
wlalal el ale]u]a]a]a]x *
b-48:454 wiwlwfufwfx
h-1R:3R:4 wlwww ]| %
B canpRRnnrn
elalnlala]x
afirs(afula(d
Stajolole[d
A
(A

11 groups
tle] ux
= <%
x| = t] ] x| x| *[x]
==111t1t11]T R TS cf*[x]*[x[*
[=] tticlcicl el e ccefe] ] c[*[*[*[*| %%
ttAtic]cfc]cdc Mol cJdd ]l al** %%
cicicjcic AAA(((((““**
(((((A AAAAAAAAAAAAA *
C IAA"AAAAAAQAQAAQQWA“\
414 flalalaldlo]0|0] 0] o]0]0|6| )00l [ |abs
siNalalalolololele]e]o[a]e]s st s[o]r
sniitlolelole|a|e]s] s detolel]xn
$9$$ono)##*ttll
w%d--*ﬁ¥gﬁg.-@&
lxlaiwlflwlalalala]so]P)
R-48:48:4 annnr
h-18:48:1 n|nn]2[]28]R]
LhIHIDEIRBES
s[ufola]e
sielululu]d
S Qe
Q
)
13 groups
_ cle[ N x
=] = e [* £k
= %l=l=]=] [SB34]c[x]*[*Ix]
=TI [ AR TR [a[a x| %] x
[= t{t]ololo] ] ] clclefc] [ c[hlx*[*|x]x
tiflt|o|ojelo]c Fel el el el o w%]*
tiolo[elole alajalaiolo|ofalalalalalx(x
@OOOOO AAAAAAAAAAAAA *
oMol AA/{AAAAAAQAQAA@@@A".“
T [oM8] (A2 [s[[ole[elelooleo]el6ald |« als
sYNslalalolelo[e|eloolol@ sl stel oo
st iolololeole]e]elsletolewx|x
l|o|o|o|e|oletel |k || xx]%|x|a]s
[Slale[o [ a]a% a2 [x[a]e]a]S
RasInnnnnnn, *
Rtk 4h wjunfufnfu|x
se| e[l Bu | w | m | w ] |k
£S LI BN £
AL IEIED
‘i“"rl-lno
[AY A1 (4}
(A
)

FIG. 4(c). Mapping of the clusters produced by k-means runs for £ = 1013 groups. Each group is represented by a different symbol. Each square is

10 x 10 km.

k-means clustering for values of & (the number of clus-
ters) from 2 to 13. Geographically compact groups were
obtained, although the k-means clustering runs were done
without applying any constraint of geographic contiguity.
This indicates strong regional trends in the ecological
data set subjected to the analysis. The general structure
consists of oblique strips of land, each largely homoge-
neous in altitude. For values of k larger than thirteen
groups, many different local minima are found with very
similar values of the sum of within-group sums of
squares criterion, so that no single clustering structure
emerges; this is why we stopped the analysis at thirteen
groups.

The first split in Belgium (in two groups) is centered on
the Meuse and Sambre valley and marks the difference
between northern and southern Belgium. The next step
divides the northern region into two sub-regions, with the
first border moving back a little: eight OGUs move from
the southern region into the middle one. The next group-
ing brings together two regions (Condroz-Fagne-Famenne

and Belgian Lorraine, respectively in the median and the
meridional groups) which are not contiguous but neverthe-
less similar. These two chalky regions are very different
from the remainder of the southern region, which is the
Ardennes plateau. The fifth group is created by the split of
the northern one in two parts: coastal (sandy Flanders)
versus inland (sandy-loamy Flanders). At the six-group
level, the Meuse and Sambre valley steps out as a homo-
geneous area. The Campine area, restricted to the old
Meuse alluvial cone, is the seventh group. The eight-
cluster level separates the fourth OGU group in its two
components: the Condroz-Fagne-Famenne and the Belgian
Lorraine regions. Subsequent levels are represented on the
maps.

The succession of maps (Fig. 4) shows that a natural
hierarchy exists in the Belgian landscape, although the k-
means clustering method does not impose a hierarchical
structure to the results. This indicates that limits between
areas must be largely stable, although some OGUs change
groups at different steps.
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TABLE 1. List of the available character states, as they appear in the Atlas, which have been scored for each one
of the 380 U.T.M. squares covering Belgium.

1. Number of days without frost

1.1 more than 220 days
1.2 from 210 to 220 days
1.3 from 200 to 210 days
1.4 from 190 to 200 days
1.5 from 180 to 190 days
1.6 from 170 to 180 days
1.7 from 160 to 170 days
1.8 from 150 to 160 days
1.9 from 140 to 150 days
1.10 less than 140 days

2. Date of the first frosts

2.1 after 5/11

2.2 from 30/10to 5/11
2.3 from 20/10 to 30/10
2.4 from 10/10 to 20/10
2.5 before 10/10

3. Date of the last frosts

3.1 before 10/4

3.2 from 10/4 to 20/4
3.3 from 20/4 to 30/4
3.4 from 30/4 to 10/5
3.5 from 10/5 to 20/5
3.6 after 20/5

4. Number of days with frost

4.1 less than 50 days
4.2 from 50 to 60 days
4.3 from 60 to 70 days
4.4 from 70 to 80 days
4.5 from 80 to 90 days
4.6 from 90 to 100 days
4.7 from 100 to 110 days
4.8 from 110 to 120 days
4.9 more than 120 days

5. Mean temperature

5.1 less than 7 C°
5.2 from7to 8 C°
5.3 from8to 9 C°
5.4 from9to 10 C°
5.5 more than 10 C°

6. Mean annual precipitation

6.1 less than 800 mm

6.2 from 800 to 900 mm
6.3 from 900 to 1000 mm
6.4 from 1000 to 1100 mm
6.5 from 1100 to 1200 mm
6.6 from 1200 to 1300 mm
6.7 from 1300 to 1400 mm
6.8 more than 1400 mm

7. Number of rainy days

7.1 less than 160 days

7.2 from 160 to 180 days
7.3 from 180 to 200 days
7.4 more than 200 days

8. Pedology

8.1 dunes

8.2 young polders

8.3 middle polders

8.4 old polders

8.5 moeres

8.6 covered Pleistocene
8.7 sandy soils

8.8 loamy soils

8.9 loamy-stony soils
8.10 peaty soils

8.11 peaty soils inclusions
8.12 loamy-sandy soils
8.13 steeply slopes
8.14 clayey soils

9. Geology

9.1 Holocene

9.2 Pleistocene

9.3 Pliocene

9.4 Miocene

9.5 Oligocene

9.6 Eocene

9.7 Cretaceous

9.8 Oolithic

9.9 Liasic

9.10 Triasique

9.11 Permian

9.12 Carboniferous
9.13 Dinantian
9.14 Neo-meso Devonian
9.15 Eodevonian
9.16 Silurian

9.17 Cambrian

10. Lithology

11.

10.1 recent alluviums

10.2 Meuse's alluvial cone

10.3 Cenozoic sands

104 Mesozoic sands and

sandstones

10.5 Malmedy's conglomerate

10.6 Neo-Devonian sandstones

10.7 polders clays

10.8 Cenozoic clays

10.9 Mesosoic clays and schists

10.10 Devonian schists

10.11 Silurian schists

10.12 Ceno- and Mesozoic
schists

10.13 gravellous chalks and
limestones

10.14 Jurassic limestones

10.15 Paleozoic limestones

10.16 Carboniferous schists
and sandstones

10.17 Cambrian and
eodevonian schists

Altitude

11.1 more than 600 m
11.2 from 500 to 600 m
11.3 from 400 to 500 m
114 from 300 to 400 m
11.5 from 200 to 300 m
11.6 from 150 to 200 m
11.7 from 100 to 150 m
11.8 from 50 to 100 m
11.9 from 20 to 50 m
11.10 from 10 to 20 m
11.11 from 5 to 10 m
11.12 from 0 to 5 m
11.13 tidal area
11.14 sea
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GEOGRAPHIC BORDERS

Ordinations and the k-means clustering method seem to
lead to conflicting results. On the one hand, the ordinations
point out the existence of a strong continuous gradient that
follows the altitude classes; on the other hand, the k-means
clustering method brings out discontinuous areas, which are
largely hierarchically nested. This is not surprising per se,
since ordination techniques are designed to bring out the

most important axes of variation of the data structure, while
clustering methods look for finer structures within the data
set and are designed to recognize groups in all cases, even
when these do not correspond to reality (Legendre & Le-
gendre, 1983). In descriptive multivariate data analysis, one
is always faced with the problem of assessing the reality of
the clusters one has identified; in other words, since the
homogeneous areas are isolated from one another by
borders, one must question their relevance. Are these real
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geographic borders, or are they simply artefacts created by
the clustering algorithms on a continuous gradient?

The difficulty comes from the fact that borders cannot be
statistically tested through analysis of variance, since the
data one would like to test with are the very same that gave
birth to the borders to be tested; Perruchet (1983) presents a
review of this question. Our approach here will be to look
again at the data and try to identify the regions of abrupt
change of the variables on the map, without considering the
clustering results. If these natural borders correspond to
those identified by the k-means method, we will have more
confidence in their being natural discontinuities.

This will be accomplished by computing and mapping
the distance measures between adjoining OGUs on the
map. The Euclidean distance was computed, over the 109
binary descriptors of Table 1, among those OGUs that are
adjacent by their sides and corners (king’s chess move-
ment). Values in this distance matrix were standardized
(i.e. centered on the mean and divided by the standard devi-
ation of the distances), and the distance values larger than
one standard deviation were then plotted on a map; the
limits between k-means regions for eight groups were

also plotted for comparison (Fig. 5). This method is
simpler than the Wombling method recently advocated by
Barbujani et al. (1989), but it should lead to largely the
same results.

The borders found by k-means clustering have a tenden-
cy to follow preferentially the breaking lines between
neighbouring OGUs. Although the largest distances among
neighbours and the k-means borders have been computed
on the same data, a chi-square test can be computed on an
indicative basis, under the null model that the k-means
method might have created groups with imprecise borders,
that do not necessarily correspond to those found with the
very local method used here to detect points of maximum
change in the data structure. The chi-square test computed
between the presence/absence of a k-means border and the
presence/absence of a two-standard-deviations distance is
significant at P<0.0001; 77.1% of the distance values larger
than two standard deviations above the mean are crossed by
a k-means borders. For the distance values between one and
two standard deviations above the mean, the proportion de-
creases to 42.6%. The proportion is only 11.5% for distance
values that are below the mean. So, in general, k-means
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borders correspond to the main breaking lines between ad-
jacent OGUs. In the coastal and Belgian Lorraine regions,
two straight breaking lines are not crossed by k-means
borders at the eight-group level. However, the borders
formed at eleven-group level for the coastal region run over
the breaking line (Fig. 4). For the Belgian Lorraine regions,
the southern breaking line was already crossed by the -
means borders at the four-group level (Fig. 4) and will be
crossed again at the level 15 (not represented).

This kind of representation shows also that with the ex-
ception of the coast, the northern area is very homogeneous
compared to the south of Belgium.

DISCUSSION

The analysis reported in this paper includes all the potential
ecological factors presently available and covering the
whole territory of Belgium. Ordination methods show that
a strong continuous gradient is underlying the potential eco-
logical factors included in this study. This gradient is
highly correlated with the altitude variable; although in
Belgium, altitudes do not exceed 700 m, this factor ex-
plains almost all the geographic structure because many
other factors are correlated with it. Meanwhile, peculiar
edaphic factors isolate the Gaume from the other Belgian
regions.

In spite of a strong continuous gradient, the k-means
clustering method generates several homogeneous regions
which are isolated from one another by stable borders,
which in turn largely correspond to the points of steepest
gradient in the set of variables. This indicates that the delin-
eated areas are not artefacts generated by a continuous
gradient structure. The discontinuities found across the
gradient are sufficiently important to isolate stable areas.
These discontinuities can be referred to as natural geo-
graphical borders.

The horseshoe effect shows a strong gradient structure al-
though cluster analysis suggests strong stable borders. This
may appear as a contradiction. On the one hand, the k-
means clustering method always produces the number of
groups that it is asked to produce, irrespective of the fact
that the steps between groups are large or small. On the
other hand, the divisions between groups will always corre-
spond to an area of larger differences. In the present case,
what we find are a series of groups, well-defined by their
border areas, that are ordered along the overall gradient as
shown by Fig. 6.

The comparison of our results with the only biogeograph-
ic studies available over Belgium (Massart, 1910; Tournay,
1968; De Langhe et al., 1978, all on vegetation) reveals
much similarity in the areas identified by the two ap-
proaches. At the seven- or eight-group level, the areas are
the same, except for the region centered on the Meuse and
Sambre valley, which is not found on the phytogeogra-
phers’ maps; this area is certainly an important transitional
zone because the first Belgian partition in our study occurs
precisely at the Meuse and Sambre valley. Our results show
also a hierarchical arrangement of the partition levels
between areas, some divisions being more important than
others, corresponding more or less to the phytogeogra-
phers’ hierarchy (domain, sector, district, ...).

The great similarity between our geographic maps and
those of the phytogeographers indicates a good relationship
between our method of analysis and the perception of the
phytogeographers. Using biological data, such as those of
the phytogeographers, hypotheses concerning the role of
physical geographic borders, as identified in the present
study, can now be tested, and the role of the climatic and
edaphic factors in determining the distribution of the fauna
and flora can be evaluated. Methods to do so have recently
been proposed by Sokal, Oden & Thomson (1988), Barbu-
jani et al. (1989) and Legendre et al. (1990).
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Meanwhile, results from a preliminary analysis on the
distribution of two insect families in Belgium (Dufréne &
Rasmont, 1989) show that the biogeographic structure is
more confused than expected. This study will be completed
and reported elsewhere. It would be very interesting to
enlarge this kind of studies to other European areas where
geological and climatic factors seem to have more homoge-
neous or more confused distributions and where ‘potential
biogeographical regions’ are, at a first sight, difficult to
establish or seem to be very patchily distributed.
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