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Real data are messy 
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Trying to predict what the future holds is certainly the 
best way to prove oneself wrong. Fifteen years ago, 
who would have predicted the present domination of 
microcomputers, the development of computer-intensive 
statistical methods of data analysis, and the world- 
wide e-mail communication networks? These were not 
trends then; the ideas behind these realizations have been 
developed by small groups of  inventive people. The future 
certainly holds new methods based on revolutionary ideas 
that we cannot foresee at the present moment, as well as 
computing capabilities and working habits unknown at 
this time. So I will limit this note to a description of some 
important problems that, in my opinion, are worthy of 
statisticians' attention. I will speak of data analysis, the 
field comprising exploratory as well as confirmatory 
methods directed towards real problems and data. 

Traditionally in fields of application such as biology, the 
teaching of  basic and advanced statistics revolved around a 
series of  questions and situations that were legitimate 
because answers were available in the realm of  traditional 
parametric statistics. Data were assumed to be well 
behaved, observations were independent from one another 
(i.e. not autocorrelated), distributions were normal, 
samples were representative, missing values were non- 
existent or, in any case, the fault of  negligent field people. 
Scientists studying natural phenomena, and among them 
ecologists, feel the need for a statistics capable of analysing 
the real, messy data they obtain every day. In ecology 
for instance, variables are increasingly semi-quantitative 
or qualitative in nature; when studying a diversity of 
environments, species abundances are plagued with large 
percentages of  zeros; variables are autocorrelated spatially 
and temporally, while species analysed in community-level 
studies are phylogenetically autocorrelated; missing values 
do occur for a variety of legitimate reasons; sampling 
is not necessarily random. Scientists often turn to 
statisticians working in application fields such as geo- 
statistics or geography, where these problems are known, 
understood and respected, or even to non-statisticians 
who have used their imagination to develop empirical 
methods of  analysis adapted to their needs. It is time for 
trained statisticians to get their hands dirty with real data. 
Here are a few interesting avenues. 
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Statistical methods 

Is it possible to develop univariate and multivariate 
inferential statistical methods that are valid in the presence 
of dependencies of various kinds among the observations? 
I refer to spatial (Cliff and Ord, 1980, temporal, and 
phylogenetic (Harvey and Pagel, 1991) autocorrelation. 
Quite a bit of  work has been done since the 1950s on 
Anova and the related discriminant analysis problem, 
especially in time series (as summarized by Crowder 
and Hand, 1990), and to a lesser extent on spatially auto- 
correlated data (mostly for regular grids, assuming 
an AR(1) generating process, or in the framework of 
experimental designs). Some work has also been done 
on goodness-of-fit tests, and on the tests of  significance 
used in regression and correlation analysis (for example, 
Clifford et al. (1989) and Dutilleul (1993) have shown 
how to modify the t-test for assessing the correlation 
between two spatial processes.) But altogether, new 
parametric tests of significance have to be developed 
for most situations; modifications may imply calcu- 
lating a modified number of  degrees of freedom, an 
effective sample size or a modified estimate of the 
statistics' variance; another avenue is to design new permu- 
tational tests that leave the autocorrelation structure 
unmodified (an example is Legendre et al. 1990). 

Sampling 

In fields of application such as ecology, economics, 
epidemiology, genetics, geography, geology, marketing, 
political science, and sociology, sampling is traditionally 
assumed to follow the survey rules worked out by 
statisticians about 50 years ago. Representative samples 
are obtained by sampling at random from a statistical 
population, and geographical locations are assumed to be 
independent of one another. Textbooks often claim that ran- 
dom sampling ensures the validity of classical statistical tests, 
as if autocorrelation were to disappear from the data. Build- 
ing on what is now known about spatial autocorrelation and 
its influence on statistical tests, and on spatial statistics and 
geostatistics, what guidelines could be given to practitioners 
about sampling design and subsequent analysis of the data? 
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Ordination methods 

Classical ordination methods such as principal components 
analysis, correspondence analysis, and metric (principal 
coordinates analysis) or nonmetric scaling, allow to investi- 
gate the structure of multidimensional data. Constrained 
ordination methods such as redundancy analysis (van der 
Wollenberg, 1977) and canonical correspondence analysis 
(ter Braak, 1986) are generalizations of multiple regression 
analysis to multivariate dependent data tables. The 'partial' 
form of these methods allows the joint analysis of 
three multivariate data tables. It is possible to further 
extend this family of methods to analyse k data tables 
simultaneously? Could that lead to causal analysis 
('path analysis') to test hypotheses involving those k tables 
as distinct logical entities? 

Dissimilarity matrices 

A large body of literature deals with dissimilarity matrices 
computed from univariate or multivariate data; an inter- 
national conference, Distancia '92, was held last year in 
Rennes, France, on this subject. Such matrices represent 
a convenient way to transform ordinary data and make 
them comparable to data that naturally occur as dis- 
similarities, such as those found in the biochemical 
study of evolution (DNA or RNA hybridization or 
'restriction fragment' data), behavioural studies (dyadic 
data, network data), or geographic distances among 
localities on maps. Matrices of this type can be compared 
using either the Mantel test of matrix correspondence 
(Mantel, 1967) or derived methods such as partial Mantel 
tests; a comparison of such methods is presented by Oden 
and Sokal (1992). 

In many cases, dissimilarities in two or several matrices 
may not be in linear relation to one another, so that the 
linear statistics such as those used in the above-mentioned 
methods may be inefficient. How should one deal with 
these non-linearities? Present proposals involve data 
transformations (splines, ACE, LOWESS) or the use of 
non-linear statistics. 

Proposals have been made (Hubert and Golledge, 1981; 
Smouse et al. 1986; Manly, 1986; Krackhardt, 1988) to 
generalize this approach and use k independent resem- 
blance matrices as predictors in a multiple-regression-type 
framework. Again, could these regression coefficients be 
used in a causal analysis ('path analysis' on distance 
matrices: Leduc et al., 1992) to test hypotheses involving 
those matrices as distinct logical entities? 

Comparative studies 

Between a canonical correlation approach (based on raw 
data tables) and a Mantel-type matrix approach, which 
one is preferable when the data could be subjected to 

both? Do they lead to the same or different results? 
Comparative studies are needed from both the theoretical 
and empirical points of view, using real as well as 
simulated data. 

Structure in data sets 

Before carrying out a cluster analysis, can we assess 
whether there is structure in a data set. Tests can be 
conceived based upon the raw data matrix or upon a 
derived resemblance matrix. Very few methods are 
available to do this, as can be seen in the recent review by 
Gordon (1993). 

We also need good tests to determine the number of 
clusters that can be extracted from a data set; a plethora 
of indices have been proposed for this purpose, and com- 
pared by Milligan and Cooper (1985); yet, the sampling 
theory and distributions of these indices have not been 
properly worked out. 

Is there a way to perform a goodness-of-fit test of the 
data to a specified grouping, when the grouping has been 
derived from the same data set? Perruchet (1983) wrote 
an early review of this subject; another approach is that 
of Legendre et al. (1984). 

Computing 

A good many of the classification and ordination problems 
are NP-hard; the k-means clustering and non-metric multi- 
dimensional scaling problems are examples, as are the 
problems of constructing evolutionary trees either from 
'ordinary' variables or from molecular data. Could com- 
puter scientists develop polynomial-time algorithms? Or, 
at least, non-polynomial ones that remain efficient in 
practice to compute solutions to these important tasks? 
Could they provide proofs of the optimality of these 
algorithms? 

Statistical software 

Many of the statistical packages used by scientists in the 
application fields do not offer advanced solutions to the 
problems posed by messy data (autocorrelated data, miss- 
ing values, etc.) When is the transfer of technology going 
to take place from the basic statistical literature to the 
person(s) or group(s) who develop these packages? 
This problem is less serious in advanced software used 
by statisticians, such as S+, SC, SPIDA, etc. Another 
example is inference from samples that have been taken 
from a geographic surface in a nonrandom fashion; this 
problem is discussed at some length in the geostatistical 
literature, but again these methods are not integrated into 
major packages. 

How good is the commercially available statistical soft- 
ware used by the large majority of scientists in application 




